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AI/ML

A.What’s Going on?

B.How does it Work?

C.What does it all mean?

Language Models and ChatGPT

Machine Learning & Transformers

Artificial (General) Intelligence: AI and AGI
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Language Models and ChatGPT

What’s Going On?
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The Turing Test (1950)

If a machine can engage in a conversation with a 
human without being detected as a machine, it has 
demonstrated human intelligence.



Abductive reasoning is inference to the most 
plausible explanation. For example, if Jenny finds her 

house in a mess when she returns from work, and 
remembers that she left a window open, she can 
hypothesize that a thief broke into her house and 

caused the mess, as the most plausible explanation.



November 2022: ChatGPT Explodes onto the Scene
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ChatGPT Passed the HSLU 
Machine Learning Exam!
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In fact, 
ChatGPT has 
passed many 
exams with 
grades in the 
top quantile
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GPT-4 was 
released in 
March 2023
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Machine Learning & Transformers

How Does it Work?
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Let’s start with a simple language model….
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20 Word Example

man green green ate green man apple ate ate the green ate man green green apple ate green the man 

Word w Roll dice Probability p(w)
a 2 1/36

apple 3-4 5/36

ate 5-6 9/36

green 7-8 11/36

man 9-10 7/36

the 11-12 3/36



We normally sample from large vocabularies…
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Word w Probability p(w)
… …

ability 0.000353%

ablaze 0.000254%

able 0.002118%

ably 0.000155%

… …

20 Word Example

cajoles laugh bold bluish brim zephyr for scuba flit obfuscate whimsical armless of yawn jovial am came 
living some glib



What about context? Some words are more likely to follow others…
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Word 
w(n-1)

Word
w(n)

Probability
p(w(n)|w(n-1))

… … …

lemon cake 0.89%

lemon juice 1.10%

lemon jacket 0.07%

lemon follows 0.002%

… … …

Bigram Model

The probability of a 
word depends only on 
the previous word 

(also known as 1st

order Markov model)

Completion Example

Smoked salmon tastes great with a squeeze of lemon ___________________



Basic requirements of a language model….
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§ To generate a probability 
distribution over possible next 
words (learn this from data!)

§ This probability distribution should 
be context dependent

§ We should be able to sample from 
this distribution to create text

§ RNNs, LSTMs, GRUs, 
Transformers

https://arxiv.org/abs/1706.03762
https://twitter.com/sytelus/status/1598523136177508356

https://twitter.com/sytelus/status/1598523136177508356
https://twitter.com/sytelus/status/1598523136177508356


Self-Attention can be used to encode context
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smoked → smoked salmon tastes great → [0.70 ,  0.20 , 0.07 , 0.03]

salmon → smoked salmon tastes great → [0.70 ,  0.80 , 0.07 , 0.03]

tastes → smoked salmon tastes great → [0.70 ,  0.20 , 0.75 , 0.03]

great → smoked salmon tastes great → [0.01 ,  0.02 , 0.07 , 0.90]



The Transformer Model
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Input Text

Embedding & Positional Encoding

Self-Attention Network

Neural Network

Output Probabilities (e.g. next word)



Model Pre-Training: Unsupervised Learning
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I am definitely going Mask Mask Mask Mask Mask

I am definitely going to Mask Mask Mask Mask

I am definitely going to Ireland Mask Mask Mask

I am definitely going to Ireland on Mask Mask

I am definitely going to Ireland on my Mask

I am definitely going to Ireland on my holidays

Used to train the Transformer



Language model training requires a lot of data and a lot of computation

Page 17AI/ML

Researchers estimate that 
the training of GPT-3

§ consumed 1.3 GWh of 
energy

§ led to emissions of more 
than 550 tons of CO2
equivalent

We don’t have figures for 
Chat-GPT (GPT3.5) or GPT-4

Words



Model Training: Supervised Learning (3-Step plus a content filter)
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Want to know more? (auf Deutsch!)
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https://youtu.be/T6E_Vk3cC5s
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Artificial Intelligence (AI ) and
Artificial General Intelligence (AGI)

What does it all mean?
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Large Language Models since GPT-3
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Latest Transformer Models are Multi-Modal
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Some people believe that LLMs are the first step towards a general AI 
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https://twitter.com/markopolojarvi/status/1638224173343318016
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The Singularity
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Ray Kurzweil, a Director of Engineering at Google and pioneer of concepts 
related to the AI Singularity, forecasts that computers will have human 
level intelligence by 2029



We are wrong about AI in many ways
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Melanie Mitchell is a professor of 
computer science at Portland State 
University. Her major work has 
been in the areas of analogical 
reasoning, complex systems, 
genetic algorithms and cellular 
automata.

✘ Narrow intelligence is on a continuum 
with general intelligence: No!

✘ Easy things are hard and hard things 
are easy (e.g. picking up a box v 
beating a grandmaster at chess): No!

✘ Machine learning resembles learning in 
humans (pursuit of a goal, 
understanding data): No!

✘ Intelligence is all in the brain (the body 
is not central to cognitive activities): 
No!

https://arxiv.org/abs/2104.12871

https://arxiv.org/abs/2104.12871


Language models are “next word predictors”
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§ Large language models (LLMs) 
hallucinate

§ There are mistakes in the generated 
text that are semantically or 
syntactically plausible

§ But they can in fact be incorrect or 
nonsensical

§ In short, you can’t trust what the 
machine is telling you.

https://spectrum.ieee.org/ai-hallucination

“Large language models have no idea of the 
underlying reality that language describes” –
Yann Lecun, Chief AI Scientist at Facebook
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Nevertheless, Big Tech is Laser Focused on AI
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AI is a big topic in Luzern! See www.lac2.org
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AI INTERVIEWS AI BREAKFASTS AI EVENTS

http://www.lac2.org/


In Summary

AI/ML

A. Progress in large language models 
such as ChatGPT has taken the world 
by storm: Transformer models bring 
us close to human levels of 
performance

B. These technologies work by 
ingesting massive amounts of data, 
and training a neural network to 
learn the statistics of contextual 
relationships within this data

C. Business and society are rapidly 
changing because of these 
developments. We can expect a 
tsunami of change in the coming 
years
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